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Basics

v

linear vs. nonlinear in X, 6

v

replace X with transformations of X, then use linear model

> let hpp(X):RP > Rform=1...M
» ‘“linear basis expansion” in X
> then f(X) =M Bnhn(X)

v

given h,,(X) the model is “linear” (i.e., in ()



Examples

=X, form =1...p - linear model
> h(X) =I(Ly, < X < U,,) - piecewise constant in Xy,



Controlling complexity

v

let D be the “dictionary” of basis functions of size |D|

v

dictionary can be large; how to limit complexity?

v

1. decide beforehand, e.g., additivity (no interaction of
inputs):

p M

f(X) = Z F(X) =D Bimhjm(X;)

j=1m=1

v

2. selection methods, scan D for functions that improve fit,
e.g., best subset, stepwise

v

3. regularization methods, e.g., lasso, ridge, elastic net,
Bayesian methods



Piecewise polynomials

» assume X has support in R
» divide X into intervals defined by 'knots’ &1,&o, ..., &K

» f(x) is polynomial in each interval



Piecewise constant (0-degree polynomial)

Say there are two knots &1, &2 (three regions)

h(X)=I(X < &)
ho(X) =1(& < X < &)
h3(X) =I(& < X)

JX)=61I(X <&)+Pl(&1 < X < &)+ B3l(& < X)

If X is in first region (X < &) then f(X) = 1. How many model
parameters?
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FIGURE 5.1. The top left panel shows a piecewise
constant function fit to some artificial data. The bro-
ken vertical lines indicate the positions of the two knots
&1 and &. The blue curve represents the true func-
tion, from which the data were generated with Gaus-
sian noise. The remaining two panels show piecewise
linear functions fit to the same data—the top right un-
restricted, and the lower left restricted to be continuous
at the knots. The lower right panel shows a piecewise—
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Piecewise linear

hi(X)=1(X < &)
ho(X) = I(&1 < X < &)
hs(X) = I(& < X)
hgtm(X) =hp(X)X for m=1...3

How many model parameters?
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Continuity restrictions

» can apply restrictions such that f(X) is continuous at the
region boundaries (i.e., the knots), e.g. in the piecewise linear
model:

f&) = 1)
B1+&1Bs = P2+ &1

(&) =r(&)
Bo +&185 = B3+ &236



Continuity in general

» if f(x) can be traced without lifting pencil, then f(x) is
zero-order continuous

» if f(z) and f/(x) can be traced without lifting pencil, f(z) is
first-order continuous

» if f(z) is piecewise linear, the constraint below enforces
zero-order continuity

F&) = (&)
B+ 8181 = B2+ &8s

(&) =r(&)
B2+ &185 = B3 + &236



zero-order continuous
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first-order continuous (at least)
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Continuity restrictions

» two restrictions — two fewer parameters

» can write using M = 4 basis functions instead of M =6

h(X) =1
ha(X) = X

ha(X) = (X — &)+
ha(X) = (X — &)+

where (a); = a if a > 0 and 0 otherwise
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Piecewise cubic polynomial

Where £ = —oo and {3 = oo, form =1,2,3

hm(X) = 1(m-1 < X < &n)
hgm(X) = hin (X)X
hem(X) = hg4m (X)X
ho4m(X) = herm (X)X

» if K knots, then (K + 1) x4 function
» for K = 2, 12 functions, 12 parameters
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FIGURE 5.2. A series of piecewise-cubic polynomi-

& &

als, with increasing orders of continuity.
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Cubic spline

Piecewise cubic polynomial with continuity restrictions. For each

knot m = 1,2
f&m) = (&)
f'&n) = (&)
F(&m) = 1"(&n)

» 3 restrictions per knot
» if K knots, then (K + 1) %4 — K « 3 function

» for K = 2, 6 functions, 6 parameters
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Order-M spline

» piecewise polynomial of order M — 1
» continuous derivatives up to order M — 2
» cubic spline is an order-4 spline

» most common are order-1 (piecewise constant), 2 (linear
spline), and 4 (cubic spline)



Natural cubic spline

» constrain to be linear beyond boundary knots
» four fewer parameters
for knots &1, ...,&k

v

X — 3 _ X — 3
d(X) = Sy (X 8k g g1 Koo
Ex — &k
if K knots, then (K + 1) x4 — K %3 —4 = K function
K basis functions for K knots

What happens when K < 27

v

v

v



